
Nimesh Patel Int. Journal of Engineering Research and Applications                             www.ijera.com 

ISSN : 2248-9622, Vol. 5, Issue 1( Part 3), January 2015, pp.06-10 

 www.ijera.com                                                                                                                                6 | P a g e  

 

 

 

A Survey on: Enhancement of Minimum Spanning Tree 
 

Nimesh Patel*, Dr. K. M. Patel** 
*(Department of Computer Engineering, R K University at Rajkot, INDIA) 

** (Department of Computer Engineering, R K University at Rajkot, INDIA) 

 

ABSTRACT 

Minimum spanning tree can be obtained for connected weighted edges with no negative weight using classical 

algorithms such as Boruvka’s, Prim’s and Kruskal. This paper presents a survey on the classical and the more 

recent algorithms with different techniques. This survey paper also contains comparisons of MST algorithm and 

their advantages and disadvantages. 
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I. INTRODUCTION 
A Minimum Spanning Tree of a weighted graph 

is a spanning tree in which the sum of the weight of 

all its edges is a minimum of all such possible 

spanning tree of the graph. Minimum spanning Tree 

must be finding from the Graph. A collection of 

vertices and edges makes a graph, and each edge 

connects a pair of vertices [1, 2, 3, 4,]. 

 
Fig.1 graph and its MST 

 
There are two types of graph, Directed graph and 

undirected graph. A directed graph is graph in which 

a set of vertices are connected together, where all the 

edges are directed from one vertex to another. A 

directed graph is also known as digraph or a directed 

network. In contrast, a graph where the edges are 

bidirectional is called an undirected graph. In the 

directed graph edges have a direction associated with 

them. An undirected graph is one in which edges have 

no orientation. The edge (a, b) is identical to the edge 

(b, a).The maximum number of edges in an 

undirected graph without a self-loop is n (n - 1)/2 

[10]. 

 
1.1 Application of MST 

1.1. Applications of MST are used in the design 

of computer and communication networks, telephone 

networks, links road network, islands connection, 

pipeline network, electrical circuits, utility circuit 

printing, obtaining an independent set of circuit 

equations for an electrical network, etc. 

 

1.1.2 It offers a method of solution to other problems 

to which it applies less directly, such as network 

reliability, clustering and classification problems. 

1.1.3 Used to find the approximation solution for the 

NP hard problems. 

 
1.2 Objective of MST 

       1.2.1 To minimize cost of the tree spanning tree 

for both directed and undirected. 

      1.2.2 To minimize load on the network. 

       1.2.3 To eliminate the cycle from the graph from 

the MST. 

      1.2.4 To improve the complexity of the MST. 

 

II. MST CLASSICAL ALGORITHM 
There are various classical algorithms available 

which describe below. 

Kruskal’s , Prim's and Boruvka’s algorithm is a 

greedy algorithm which used to find a minimum 

spanning tree for a connected weighted undirected 

graph. This means when the total weight of all the 

edges is minimized in the tree, at that time it finds a 

subset of the edges which forms a tree which includes 

every vertex 

 
2.1 Kruskal algorithm:  

This algorithm first appeared in Proceedings of 

the American Mathematical Society during 1956, and 

was written by Joseph Kruskal. In Kruskal’s 

algorithm all edges are shorted in non decreasing 

order and selected the lowest edges first for becoming 

a minimum spanning tree. If there is a cycle generated 

during the implantation then selected edges will be 

removed from the graph and next lowest edges are 

selected. This will repeat till (n-1) edges will be added 

in to the graph. Using simple data structure Kruskal's 

algorithm complexity is O (E log E) time, or 

equivalently, O (E log V) time. Where E is the 

number of edges in the graph and V is the number of 

vertices [1, 2, 21,]. 

Advantages are: 
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1) Easy to understand 

2)  Give good result for large number of vertices 

and edges. 

Disadvantages are: 

1) Difficulty of checking whether arcs form 

cycles makes it slow and hard to program 

2) Same weight may increase the complexity. 

 

2.2 Prim’s algorithm:  

The algorithm was developed in 1930 by Jarnik 

and later rediscovered by computer scientist Robert C. 

Prim in 1957 and then again rediscovered by Edsger 

Dijkstra in 1959. Therefore it is also known as the 

DJP (Dijkstra-Jarnik Problem) algorithm, the Jarnik 

algorithm, or the Prim–Jarnik algorithm. Using a 

simple binary heap data structure complexity is O(|E| 

log |V|) where |E| is the number of edges and |V| is the 

number of vertices. Using Fibonacci heap in dense 

graph complexity is O(|E| + |V| log |V|), which is 

asymptotically faster  [2, 9, 12, 16].prim’s algorithm 

steps are given below: 

1) Create a set MST Set that keeps track of 

vertices already included in MST. 

2) Assign a key value to all vertices in the input 

graph. Initialize all key values as INFINITE. Assign 

key value as 0 for the first vertex so that it is picked 

first.  

3) While MST set doesn’t include all vertices  

     a) Pick a vertex u which is not there in MST 

Set and has minimum key value. 

     b) Include u to MST Set.  

      c) Update key value of all adjacent vertices of 

u. To update the key values, iterate through all 

adjacent vertices. For every adjacent vertex v, if 

weight of edge u-v is less than the previous key value 

of v, update the key value as weight of u-v. 

Advantages are: 

1) Easy to understand.  

2) Root node is selected so clear about the 

starting node. 

Disadvantages are: 

1) Time taken to check for smallest weight arc 

makes it slow for large numbers of nodes. 

2) Difficult to program, though it can be 

programmed in matrix form  

3) Same weight may increase the complexity 

when one of the weights is eliminated in a cycle 

 

2.3 Boruvka’s algorithm:  

It was first published by Otakar Boruvka in 1926. 

It is a method of constructing an efficient electricity 

network. This algorithm was again discovered by 

Choquet in 1938, then it rediscovered by Florek, 

Lukasiewicz, Perkal, Steinhaus, and Zubrzycki in 

1951, then again discovered by Sollin in 1965. Sollin 

was the only computer scientist in this list living in an 

English speaking country. So, this algorithm is 

frequently called Sollin's algorithm. The algorithm 

starts visiting each vertex and adding the cheapest 

edge from that vertex to another vertex in the graph, if 

edges already added in the graph then in will 

neglected. It will continue joining these edges until all 

vertices is visited in spanning tree. Boruvka’s 

algorithm taken O (log V) iterations of the outer loop 

until it terminates. Therefore it take O (E log V) time 

to run. Where E is the number of edges, and V is the 

number of vertices in graph [12, 18]. 

Advantages are: 

1) If the edge costs are distinct, or are made 

distinct by using a tie-breaking rule then Boruvka's 

algorithm can be serialized into a specialization of the 

generic algorithm. 

Disadvantages are: 

1) It is complicated to implement without 

serialization. 

 

2.4 Karger, Klein Tarjan:  

Use random sampling in combination with linear 

time algorithm for verifying spanning tree. This 

computational model is unit cost random access with 

restriction. This operation allowed on edges weights 

for binary comparison. It runs in O(m) time with high 

probability in restricted random access model. This 

algorithm proposed by Karger whose time complexity 

is O(n log n + m)[12, 17]. The O (m) time complexity 

is due to Klein and Tarjan follow two properties. 1) 

Cycle property: For any cycle in the graph, if weight 

of an edge of cycle is larger than the weights of all 

other edges of cycle, then this edge cannot belong to 

an MST. 2) Cut property: For any cut cycle in the 

graph, if the weight of an edge of cycle is strictly 

smaller than the weights of all other edges of cycle, 

then this edge belongs to all MST of the graph. 

Advantages are: 

1) It’s allowed on edges weights for binary 

comparison. 

Disadvantages are: 

1) Random sampling in combination with linear 

time algorithm gives restriction for unit cost while 

access randomly. 

 

2.4.1 Cycle property: 

For any cycle in the graph, if weight of an edge 

of cycle is larger than the weights of all other edges of 

cycle, then this edge cannot belong to an MST. 

 

2.4.2 Cut property: 

For any cut cycle in the graph, if the weight of an 

edge of cycle is strictly smaller than the weights of all 

other edges of cycle, then this edge belongs to all 

MST of the graph. 

 

III. LITERATURE SURVEY 
In this section, lot of research works has been 

recorded from past few years. They are presented 

here: 
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3.1 Combinatorial algorithm [5]:  

This algorithm is based on Difference Weighted 

Circuit Matrix. To find a minimum spanning tree for a 

connected weighted graph with no negative weight 

can be obtained using classical algorithms such as 

Prim’s and Kruskal. Both of two give the single 

minimum spanning tree. It sometimes needs to 

generate the second minimum spanning tree, third, 

fourth and so on. This algorithm performs two major 

tasks. 1) Cord: The edges that are not in the spanning 

tree of a graph are called the chord. That is the sub 

graph S is the collection of Chord of the graph G with 

respect to S the Spanning tree of the graph. 2) 

DWCM: The abbreviation is Difference Weighted 

Circuit Matrix. It is the little bit of modification of the 

FCM. A sub matrix in which all rows correspond to a 

set of fundamental circuits is called a Fundamental 

circuit matrix. If n is the number of vertices and e is 

the number of edges in a connected graph, then the 

matrix is an (e-n-1) *(n-1) matrix. Here the branch 

weights are present on the column head as branch 

mark. The chords (e-n-1) are for the row 

representation. Here each cell of the matrix is 

assigned difference weight of the chord and the 

branches participating for generating circuit. When 

the column head presented, this chord is joined to the 

spanning tree. 

Advantages are: 

Sometimes in real life that minimal path can’t be 

reached due to some circumstances, in that case the 

next minimal spanning tree is useful. 

Disadvantages are: 

1) Complexity is more because of generating 

more than one spanning tree more. 

 

3.2 Euclidean based MST algorithm [6]: 

It is based on the well separated pair 

decomposition. This is introduced by Callahan and 

Kosaraju. 

There are two standard techniques for 

implementing adding edge process: one is the Union-

find data structure, another one is the labeling 

method. Here structure wrapped with the tree map 

method. In which each index of the labeling maps 

with integer key type data for the sequence of vertices 

in a cycle. At the time of execution loop adding a new 

edge into the minimum spanning tree, it checks that if 

both vertices have not been added to any of the cycle 

yet. If it wasn’t added then it create a new key. Then it 

maps this integer value with the new cycle. In that 

case one vertex has been added to one of the cycles 

with other vertex, it just add this new vertex into the 

cycle containing the other vertex. Another situation is 

that both vertices have been added to the same cycle.  

In this case edge is redundant for the new 

minimum spanning tree. Through this algorithm 

storage space and running time efficiency is improve. 

To compute the EMST of n points in the space, one 

can link each pair of edges. 

Advantages are: 

1) It greatly improves the storage space and 

running time efficiency over traditional approaches. 

Disadvantages are: 

1) Hard to implement 

 

3.3 LC-MST algorithm [7]: 

Here, least-cost minimum spanning tree (LC-

MST) problem is defined as a method to construct a 

minimum cost spanning tree that has the least-cost 

edges in the network by using the distance or cost 

matrix. The method presents a new algorithm based 

on the distance matrix to solve the LC-MST 

problem.LC-MST algorithm steps are given below.  

1. Input the distance matrix D = [dij] nxn for the 

weighted graph G (V, E), where V is the set of 

vertices and E is the set of edges. 

2. For all i, j find the least-cost element in each 

column j and set the other elements to zero. 

3. Construct the preferred link matrix (PLM) by 

using step 2. 

4. Construct the nodes-set matrix (NSM) by using 

PLM matrix constructed in step 3. 

5. Combine the node-pairs in step 4 to construct 

the candidate spanning tree. 

6. If there are any duplicating node-pairs, keep 

one of them. If there is a set of node-pairs, construct a 

cycle, remove the one that has the largest cost. 

7. Output the least-cost minimum spanning tree. 

Time complexity is less than the DC-MST and 

CMST algorithms. Still complexity is O(n^2). 

Advantages are: 

1) Simple and efficient method to solve the LC-

MST problem in less time. 

LC-MST time complexity is less than the time 

complexity of both the DC-MST and CMST 

algorithms. 

Disadvantages are: 

1) Complexity is higher O(n^2). 

 

3.4 Heap base bucket sorting algorithm [8]: 

 In this algorithm, edges are in group and place in 

to the bucket. Then select the minimal edges from the 

bucket and put in to the heap. If there is a cycle 

generated then removes those edges from the bucket 

and then next minimal edges will select. This will 

repeat till n-1 edges will find out from the heap. A 

clear cut method to form the buckets is to link the 

elements which describing the edges. In the same 

bucket to form a linear list and to use an array of list 

heads which point to the front of the lists. Note that 

this is not the only possible storage organization. The 

method of math sort through also possible to arrange 

the edges by making a chain of exchange operations. 

Complexity for sorting edge is improving in O(m) 

instead of O(m log m) [5]. It will work effectively in 
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case of uniformly distributed random number for wide 

class. 

Advantages are: 

1) This algorithm is very fast if the edge costs are 

from a distribution which is close to uniform. 

Disadvantages are: 

1) Complexity is O(m log m) in  worst case 

occurs when there is a strong peak in the distribution 

of the edge costs. 

 

3.5 Modified prim’s algorithm [9]: 

In this algorithm, Instead of choosing randomly, 

root node is chosen with minimum edge weight. 

Remaining procedure is same as used by prims. Due 

to this only minimum weight edges are included. 

Although complexity remains same as prim’s 

algorithm. 

Advantages are: 

It gives slightly better performance in case where 

minimum weight edge is required from the starting 

phase of minimum spanning tree formation. 

Disadvantages are: 

Complexity is remaining same. 

 

3.6 Visit, Mark and Construct MST 

algorithm [10]: 

In this algorithm, adjacency matrix is used which 

help to reduce the step at the time of constructing 

MST. This method is based on the kruskal algorithm 

with modification which used improve the complexity 

of the MST algorithm for the undirected graph. This 

method is purely for the undirected graph. So the 

weight of the 1 to 2 vertices is same for the 2 to 1 

vertices. See the below Fig.2. In which edges 1 to 2 

contain 52 weights and the weight for the edges 2 to 1 

is also 52.So, it is same for undirected graph. 

 
Fig.2 n*n weighted matrix 

 Now for the vertices 1 to 1, 2 to 2....n to n. there 

is no weight and if there is a weight then it 

automatically removed because of generating a cycle. 

So, it places 0 as infinite. Now if we have n vertices 

then we have n*n adjacency matrix. So, need to 

perform n^2 steps, because it will check all the 

elements from the graph. So, author first removes 

unused row column from the adjacency matrix. Here 

first row and last column are never used during the 

implementation because edges 1 to 2 has the same 2 

to 1 and edges 1 to 1 is always 0 or automatically 

eliminated because of generating cycle. So, adjacency 

matrix has (n-1) rows and (n-1) columns. See the 

below adjacency Fig.3 and Fig.4. 

 
Fig.3 Reducing the n*n order matrix to order 

m*m where m = (n-1) 

 
Fig.4 m*m operational weight Matrix 

So, n^2− 2n +1 steps will be performed. So, 

complexity is O (m^2) where m is (n-1) [7]. This 

algorithm works in the following two passes.            

1) Mark Phase: In which algorithm marks the 

candidate edge from the graph for the minimum 

spanning tree. 2) MST Construction Phase: In the 

second phase, the algorithm constructs the desired 

minimum spanning tree T including only the marked 

edges from the upper triangular weight matrix M, 

which were marked during Marking Pass. 

In this algorithm, minimum weight are marked 

and visited first. Once weight is visited and it doesn’t 

create a cycle then it will be added to the list of 

minimum spanning tree edges. Otherwise it will be 

removed and next minimum weight should be taken 

for the further procedure. This will happen till n-1 

edges get for the minimum spanning tree edges. Once 

the n-1 edges are get than it will stop algorithm and 

calculate total cost. 

Advantages are: 

Complexity is O(n) for the best case. 

Disadvantages are: 

Complexity is O(n^2) for the best case. 

 

IV. CONCLUSION 

This survey paper presents classical algorithms 

and advance MST algorithm & it is observed that 

complexity is very high because of cycle in the graph 

and the edges with the same weight. It also observed 

that complexity can be improved using following 

steps. 1) Marked and visit the maximum weight of the 

edges. 2) If it creates a cycle then eliminate those 

edges from the current graph. 3) Above two steps will 

be repeated till edges = vertices-1.  
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